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ABSTRACT
We used a genetic algorithm to evaluate the cost / benefit
of diversity in evolving sets of rules for non-uniform cellular
automata solving the density classification problem.

Categories and Subject Descriptors: F.1.1 [Computa-
tion by Abstract Devices] Models of Computation

General Terms: Algorithms

Keywords: Diversity, Genetic Algorithms, Non-Uniform
Cellular Automata, Search Spaces

1. SUMMARY
Our hypothesis was that given a pre-specified amount of

computational power, it is beneficial to explore a minimally
diverse set of rules, but exploring too much diversity will
usually result in a set of rules that cannot communicate
with each other, and thus are ineffective at achieving a per-
formance goal. We designed an experiment to investigate
this trade-off. We chose to examine the density classifica-
tion (DC) problem in cellular automata (CA) [1]. We for-
malize the concept of diversity as the number of rules in a
non-uniform CA (NuCA). In standard (uniform) CA, the
same rule is used in each lattice location in the CA, whereas
NuCA allow for different rules in each lattice location [3].

In previous work on the DC problem, high performance
rules have been both handcrafted [1] and evolved using GAs
[2], for uniform CA. Sipper used a modification of the GA
to evolve a NuCA-based solution [3]. As opposed to this
previous work, our goal was not to find a better solution to
the DC problem, but instead to explore how different levels
of diversity (numbers of rules) affect the GA’s performance.

We used a simple GA with one-point crossover, per bit
mutation, full population replacement, and tournament se-
lection of size 3. We evolved a population of 100 individuals,
where individuals are sets of CA rules, for 200 generations.
We measured fitness by running the NuCA with 100 initial
conditions (ICs) generated with the density of 1’s chosen
randomly from [0.0, 1.0], and counting the ICs the NuCA
correctly solved (converged to the appropriate state). The
NuCA lattice was 30 cells wide, and we varied the number of
different rules (nrules) from the domain {1, 2, 3, 5, 6}, with
rules placed in a cyclic order across the lattice.

We ran three experiments, each with a different CA radius
(r = {1, 2, 3}), which determines the size of the neighbor-
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r = 1 r = 2 r = 3
nrules = 1 53.7 (0 .46 ) 94.1 (0 .70 ) 89.4 (3 .83 )
nrules = 2 59.6 (0 .77 ) 94.5 (1 .09 ) 81.2 (4 .85 )
nrules = 3 57.2 (0 .74 ) 89.1 (2 .01 ) 63.0 (5 .47 )
nrules = 5 56.8 (1 .16 ) 77.9 (3 .59 ) 41.7 (5 .97 )
nrules = 6 55.1 (1 .05 ) 77.0 (3 .52 ) 26.6 (5 .56 )

Table 1: Average of 15 Runs of the Best Individual
after 200 Generations. Std. Err. in Parentheses.

hood that each cell can look at. Results are given in Table
1. The number of rules possible to define with radius r is

222r+1
, so the search space becomes drastically larger as r

increases. For r = 1, the rules were not powerful, and per-
formance was poor across the board, but nrules = 2 gave the
best results, followed by nrules = 3, nrules = 5, nrules = 6,
and lastly nrules = 1, although some of the differences were
not statistically significant. While increased diversity im-
proved results, only a small amount was optimal, which was
consistent with our hypothesis. For r = 2, we found that
nrules = {1, 2} yielded the highest performance, followed
closely by nrules = 3, with nrules = {5, 6} being the worst.
In this larger search space, even a small amount diversity
did not increase the performance. For r = 3, nrules = 1
did the best, and performance degraded as nrules increased.
In this case any increase in diversity was harmful. There
may still be good solutions to the DC problem using diverse
sets of rules, but due to the vast search space, the computa-
tional cost of finding rules that work together outweighed the
marginal benefit from increased expressivity. Given a fixed
amount of computational power, finding an optimal balance
between diverse and simple representations is difficult.
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